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ABSTRACT: In recent years Language Models have taken the Computa-
tional Linguistics community by storm. Nevertheless, very little is known
of the kind of linguistic knowledge that these systems are able to infer from
the input they receive. In this work we address whether, and to what extent,
different architectures of different sizes are able to encode the semantic con-
tent of Dowty (1989, 1991)’s semantic proto-roles in the contextual embed-
dings that they generate. Following Lebani & Lenci (2021) and Proietti et al.
(2022), we test four different models by creating a linear mapping between
the generated contextualized embeddings and a semantic space built on the
basis of the proto-roles annotations collected by White et al. (2016). For
each model, the embeddings generated by the learned mapping were tested
against the manual annotation of a set of previously unseen verbs in con-
text, as well as qualitatively investigated to test to what extent they are able
to model the semantic properties of the agent of the verbs participating in
the so-called causative alternation. All in all, our results not only extend to
more Transformer Language Models previous findings showing that proto-
roles information is available in distributional semantic models, but also
show that larger models are not necessarily better at modeling proto-role
properties, in line with recent psycholinguistic evidence.

KEYWORDS: thematic proto-roles, semantic roles, distributional semantic
models, contextual word embeddings, argument alternations.

1. INTRODUCTION1

Notwithstanding the number of major breakthroughs that radically changed
the Natural Language Processing and Computational Linguistics scenario in

1 This research was partly funded by PNRR - M4C2 - Investimento 1.3, Partenariato Esteso
PE00000013 – “FAIR - Future Artificial Intelligence Research” - Spoke 1 “Human-centered
AI”, funded by the European Commission under the NextGeneration EU programme. The
paper is the result of a joint work by the three authors. For the specific purposes of Italian
Academy, Mattia Proietti is responsible for Sections 3 and 4, Gianluca E. Lebani for Sections
2 and 5, and Alessandro Lenci for Sections 1 and 6.

1

LINGUE E LINGUAGGIO XXX.N (YYYY) 1–31



MATTIA PROIETTI GIANLUCA E. LEBANI ALESSANDRO LENCI

the last decade, the mechanisms used to represent meaning have not changed
much. All the different flavours of such techniques are rooted in the same the-
oretical account, that of the distributional semantics and the distributional hy-
pothesis. Indeed, the various models leverage the common idea that mean-
ing can be depicted by means of inferring multidimensional numerical vectors
(commonly referred to as embeddings) from the context of the occurrence of a
given target word (Lenci 2018; Lenci & Sahlgren 2023). By means of encoding
statistical correlations extracted from large corpora, embeddings can implicitly
represent important semantic features about words and phrases in a way that
is both compact and machine readable. Still today, in the era of generative and
conversational AI (e.g., ChatGPT), word and sentence embeddings are crucial
tools for giving these models access to the meaning of human language (Lenci
2023).

One technique to generate embeddings that has gained great popularity in
recent times, is to leverage a special kind of neural language models which are
based on the Transformer architecture (Vaswani et al. 2017) and can yield con-
textual word representations, hence called contextual embeddings. This kind of
vector can represent the same word in different ways when it occurs in different
contexts, thus helping to form richer and less ambiguous semantic representa-
tions, overcoming the capabilities of previous methods relying on static, hence
context-free, vectors (Mikolov et al. 2013a). Transformers are complex neural
networks originally composed of two principal neural blocks, called respec-
tively the encoder and the decoder (Cho et al. 2014; Sutskever et al. 2014),
enriched with a mechanism called attention to generate such context-aware
word representations. Thanks to that complex computational tool, a neural lan-
guage model based on transformers can represent a word by considering the
surrounding context, incorporating information from neighboring words into
the vector of the target word. Various kinds of Transformers exist, which can
be differentiated on the basis of their specific architectures, training objective
functions and sizes. In this work we will focus on models belonging to two
major architectural families, the encoder-only and decoder-only Transformers,
which take their names on the specific Transformer block of which they make
use and whose characteristics will be briefly outlined below and in Section
3.1. We may refer to such models as Transformer Language Models (TLMs)
or simply Language Models (LMs) in the context of the present work.

The greatest advancements in performance we witnessed lately by virtue
of such models and the contextual embeddings they yield are not always paired
with a deeper understanding of the nature and the actual content of these dense
numerical representations. Therefore, a persistent halo of partial mystery keeps
surrounding them. In these representations, indeed, information is distributed
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across a set of dimensions that cannot be associated with a specific label or
sets of labels. Nor is the linguistic behaviour of these models in learning such
representations well understood, a fact that in the last years drove a surge in
the number of studies focusing on the nature of linguistic knowledge that is ac-
quired by deep neural networks (e.g., Ettinger 2020; Rogers et al. 2020; Baroni
2022). To make the situation even worse, recent evidence suggests that larger
Transformer-based language models yielding lower perplexity (that is, models
yielding a higher linguistic accuracy that arguably results in an improvement
in the performance of downstream applications) are less predictive of human
reading times (Oh & Schuler 2022, 2023) and of eye tracking measurements
reflecting lexical access and early semantic integration (de Varda & Marelli
2023), arguably producing less cognitively accurate semantic representations.

Probably the most widely used tasks developed to identify the kind of in-
formation encoded by (word, sentence, or even multi-modal) embeddings are
the so-called probing tasks (Conneau et al. 2018; Vulić et al. 2020), that is,
classification tasks that predict a given property. A major problem of this ap-
proach, however, is that it still provides only indirect evidence about the con-
tent of these embedded vectors (Schwartz & Mitchell 2019).

An alternative technique to test whether word embeddings encode a spe-
cific type of knowledge, which is also more interpretable, is to train a ma-
chine learning model to learn a mapping between uninterpretable embeddings
and a space populated by vectors whose dimensions are human-interpretable
features. This technique, initially proposed by Mikolov et al. (2013b) for a
different purpose, has been used to test whether embeddings encode cogni-
tive features (Făgărăs, an et al. 2015), brain-based semantic features (Utsumi
2020; Chersoni et al. 2021) or the semantic properties of the agent and patient
thematic roles (Lebani & Lenci 2021; Proietti et al. 2022). With the partial ex-
ception of Proietti et al. (2022), all the mentioned works focus on embeddings
that associate a single representation for each lexical element, irrespective of
its intended meaning in the actual context of use (i.e., static embeddings).

The work presented in these pages inscribes itself in this literature both
by adopting the cited mapping technique and by focusing on the same seman-
tic information explored by Lebani & Lenci (2021) and Proietti et al. (2022),
that are the entailment relations that, according to Dowty (1989, 1991)’s ap-
proach, form the semantic content of the proto-agent and proto-patient role,
defined as a cluster of properties that an argument possesses by virtue of its
role in the event described by a predicate. To the best of our knowledge, other
relevant works that explored the possibility to use a distributional approach
to model a Dowty-inspired representation include Lebani & Lenci (2018), in
which the authors developed a model able to represent the thematic role prop-
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erties activated by a subset of English verbs and Rudinger et al. (2018) and
Stengel-Eskin et al. (2020, 2021), in which contextual information is used to
parse text into a Dowty-inspired semantic representation.

As in Proietti et al. (2022), we focus on contextual embeddings, i.e., rep-
resentations that keep track of the different contexts in which a word occurs,
associating different vectors with the different uses of the same word (for re-
view, see Ethayarajh 2019; Liu et al. 2020). We however extend this litera-
ture by contrasting the contextual embeddings generated by different language
models, organized along the following two, already cited, dimensions:

• model architecture: encoder-only, bidirectional models vs. decoder-only,
autoregressive language models. In the former architectures, contextual
embeddings are built by scanning the whole context of appearance of a
given word, while in the latter only the previously seen elements in the
sentence are considered. Usually, bi-directional models are most used
for encoding texts and extracting word or sentence embeddings from
them while left-to-right unidirectional models are more apt at generat-
ing text.

• model size: (relatively) larger vs. (relatively) smaller models in terms
of parameters and structure of the neural architecture (i.e. number of
layers) in order to test the long-lasting idea that “the larger the model,
the better the representation” that is implicitly assumed in the literature.

We tested the contextual representations generated by these models in two
experiments. In a first experiment, we created a linear mapping between each
vector space generated by our models and the proto-roles annotations collected
by White et al. (2016), leaving out a set of test sentences that were later used
to measure the correlation between the human-annotated scores and the vec-
tors generated by each mapping-embedding pair. We then moved to a qualita-
tive analysis of how the generated embeddings are able to model the semantic
properties of the agent of the verbs participating in the so-called causative-
inchoative alternation.

This paper is organized as follows. While in Section 2 we introduce the
main theoretical concepts of our analysis, i.e. the notion of semantic proto-role
and the causative-inchoative alternation, Section 3 is devoted to the description
and justification of the design of our experiments, whose results are reported in
Section 4. Finally, in Section 5 we discuss the results reported in the previous
sections and draw a few considerations about the ability of the tested models
to encode proto-role information in their verb representation.

4



ON THE PROTO-ROLE PROPERTIES INFERRED BY TRANSFORMER LANGUAGE MODELS

2. SEMANTIC PROTO-ROLES

Semantic roles, also known as case relation, or thematic roles/relations, are
labels assigned to arguments based on their function in the event or situation
described by a predicate (Levin & Rappaport Hovav 2005: ch. 2). Examples
include the AGENT role, representing the “animate and volitional initiator or
doer of an action”, and PATIENT/THEME, representing the “entity undergoing
the action and somehow affected by it” (Pustejovsky & Batiukova 2019: 29).

Traditionally, semantic roles are treated as linguistic primitives describing
a natural class of arguments. Such an approach, however, faces many chal-
lenges, including a lack of consensus on their definition, granularity, and iden-
tification, as reviewed by Dowty (1991: 553-559). It is indeed not uncommon
to find sentences in which one or more arguments are ambiguous between dif-
ferent roles, as it is the case for John in the sentence John ran into the house:
is John a AGENT, because he initiates the movement, a THEME, because he
moves, or, as suggested by Jackendoff (1972), both, thus violating the unique-
ness assumption that is implicit in most theories of thematic roles?

Recent years have seen the emergence of a novel approach, inspired by the
seminal work of Dowty (1989, 1991), according to which thematic roles are
bundles of properties or entailments imposed by the predicate over its argu-
ments. Some of these properties are verb-specific, while others are linguistic,
more abstract, properties that are licensed by many verbs. Dowty (1991) iden-
tified the two clusters of linguistic properties that he labelled as the PROTO-
AGENT and the PROTO-PATIENT, here described in (1) and (2):2

(1) Contributing properties for the Agent Proto-Role (Dowty 1991: 572)
a. volitional involvement in the event or state
b. sentience (and/or perception)
c. causing an event or change of state in another participant
d. movement (relative to the position of another participant)
(e. exists independently of the event named by the verb)

(2) Contributing properties for the Patient Proto-Role (Dowty 1991: 572)
a. undergoes change of state
b. incremental theme
c. causally affected by another participant
d. stationary relative to movement of another participant
(e. does not exist independently of the event, or not at all)

2 Parenthesis in 1.e and 2.e are present in the original paper.
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Dowty’s view suggests that PROTO-AGENTS and PROTO-PATIENTS tend to
be realized in active sentences as subjects and objects, respectively, organized
akin to the prototypes described by Rosch & Mervis (1975). This prototype
structure allows for flexibility, as an argument is not obligated to exhibit all the
entailments of a given proto-role. The categorization as an AGENT or PATIENT

depends on the number of PROTO-AGENT and PROTO-PATIENT entailments
received from the predicate. For example, the subject and object of the verb
to build possess respectively all the properties outlined from (1) and (2), clas-
sifying them as exemplars of an AGENT and of a PATIENT instances, respec-
tively (Dowty 1991: 572). Conversely, subjects of psychological predicates
like to fear appear to be less “agentive”, lacking PROTO-AGENT volitionality
and event-causing entailments (Dowty 1991: 573).

2.1 Collections of proto-role entailments

Dowty (1991)’s perspective has found support through both psycho-linguistic
evidence (McRae et al. 1997; Ferretti et al. 2001; McRae et al. 2005; Kako
2006a,b; Hare et al. 2009) and contributions from the Computational Linguis-
tics and Natural Language Processing field (Reisinger et al. 2015; Lebani &
Lenci 2018, 2021; Proietti et al. 2022). Our work is closely related to the
corpus-based verification of Dowty’s theory conducted by Reisinger et al.
(2015) and refined by White et al. (2016). These scholars, indeed, not only
demonstrated the validity of the proto-role hypothesis on large scale corpus-
based data, but also provided two publicly available datasets of proto-roles an-
notations that are nowadays released as part of the Universal Decompositional
Semantics Dataset (White et al. 2020).3

Inspired by Kako (2006b), Reisinger et al. (2015) developed a crowdsourc-
ing annotation task in which each annotator was presented with a PropBank
(Palmer et al. 2005) sense in which an argument was highlighted. Annotators
were tasked with judging the plausibility of a property of the highlighted ar-
gument using a 5-point Likert scale, addressing questions of the form “How
likely or unlikely is it that ARG is sentient?” that were selected in order to
describe twelve role properties selected from the role hierarchy proposed by
Bonial et al. (2011): instigated; volitional; awareness; sentient; moved; phys-
ical existed; existed before; existed during; existed after; changed possession;
change of state; stationary. These authors collected judgments for over 9,000
arguments of nearly 5,000 verb tokens, spanning 1,610 verb sense IDs.

White et al. (2016) further refined Reisinger et al. (2015)’s protocol, en-
hancing the inventory of annotated properties and incorporating redundant an-

3 Available online at the URL: http://decomp.net.

6

http://decomp.net


ON THE PROTO-ROLE PROPERTIES INFERRED BY TRANSFORMER LANGUAGE MODELS

ROLE PROPERTY HOW LIKELY OR UNLIKELY IS IT THAT

instigation ARG caused the PRED to happen?

volition ARG chose to be involved in the PRED?

awareness ARG was/were aware of being involved in the PRED?

sentient ARG was/were sentient?

change of location ARG changed location during the PRED?

existed before ARG existed before the PRED began?

existed during ARG existed during the PRED?

existed after ARG existed after the PRED stopped?

change of
possession

ARG changed possession during the PRED?

change of state ARG was/were altered or somehow changed during or by
the end of the PRED?

was used ARG was/were used in carrying out the PRED?

was for benefit PRED happened for the benefit of ARG?

partitive Only a part or portion of ARG was involved in the PRED?

change of state
continuous

The change in ARG happened throughout the PRED?

TABLE 1: PROPERTIES OF THE REVISED STRATEGY DESCRIBED BY WHITE et al. (2016).

notations. Table 1 provides a complete overview of the properties discussed in
White et al. (2016) and the questions used to elicit them. This revised proto-
col was used to annotate the Universal Dependencies English Web Treebank
(version 1.2: Silveira et al. 2014), thus covering a wider range of genres than
PropBank and working on a treebank annotated according to the Universal
Dependencies (UD, de Marneffe et al. 2021). The dataset resulting from this
improved protocol consists of 206,018 annotations (198,002 involving a NP
argument) for 957 verbs in 2,793 sentences, with 4,607 verbal tokens (4,600
of which had at least one NP argument) and a total of 7,144 verb-argument
pairs (6,142 if we consider nominal arguments only).

2.2 Causative-inchoative alternation

As a theoretical tool, semantic proto-roles can be used to define the linguis-
tic patterns exhibited by verbs that undergo argument alternations – i.e., those
verbs capable of appearing in multiple syntactic contexts Levin (2015). A case
in point is that of the so called causative-inchoative alternation (Levin 1993;
Levin et al. 1995; Levin & Rappaport Hovav 2005), a linguistic phenomenon
(see below Example (5)) commonly treated as a cue of the Unaccusative Hy-

7



MATTIA PROIETTI GIANLUCA E. LEBANI ALESSANDRO LENCI

pothesis (Perlmutter 1978; Burzio 1986). Following the Unaccusative Hypoth-
esis, among the intransitive verbs, there is an underlying split between two
sub-groups, the so-called unergative as opposed to the unaccusative, each one
characterized by a different syntactic configuration. While the former can be
described as verbs taking an external argument but not a direct internal one,
the latter, on the opposite, lack of an external argument but have in turn an
internal direct one (Perlmutter 1978; Levin et al. 1995). In other words, from
a semantic roles perspective, whatever specific theory is taken into account,
the subject of the unergative verbs is considered as a realization of an agent-
oriented role, while the subject of the unaccusative is thought to bear a more
patient-oriented role. Thus, while the sole argument of an unergative verb like
the one in example (3) is considered to be a subject both on the surface and on
a deeper level, the one in (4) is considered to be an underlying object.

(3) John worked

(4) John died

Some verbs inside the unaccusative sub-category can be further differen-
tiated because they allow both transitive and intransitive constructions, thus
giving rise to the so-called causative-inchoative alternation. These are often
referred to as “change of state” and “change of position” verbs (Levin 1993).
Unaccusative verbs, participating in the alternation, can appear in double con-
texts as shown in the following example, where the verb to break appears in a
transitive frame in (5a) and in an intransitive one in (5b):

(5) a. John broke the window.
b. The window broke.

In a sense, this phenomenon is not only a clear diagnostic of the division
among intransitive verbs and a probing for the Unaccusative Hypothesis, but
also a valuable lens to inspect the behaviour of semantic roles and their rela-
tionship with the syntactic arguments through which they are realized.

We might further analyze the sentences in (5) by means of event decom-
position and formalize them through the following formal representation:

(6) a. x CAUSE[BECOME[BROKEN(y)]]
b. BECOME[BROKEN(y)]
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The formalization in (6) helps to clarify two aspects. First, the transitive
version of a predicate like to break is composed of two logical operators,
CAUSE and BECOME, which are related to two predicates taking respectively
an external argument (x) and an internal one (y). The intransitive version, on its
side, seems to be a reduction of the first, relying only on the BECOME opera-
tor, which holds a single internal argument (y). The second important thing to
point out is that the second argument of the transitive predicate overlaps with
the first argument of the intransitive one. In other words, while y is the object
in (6a), it is a subject in (6b). From a syntactic perspective, this is in tune with
the observation that subjects of intransitive unaccusative verbs are underlying
objects. From a semantic point of view, according to Dowty’s theory of the-
matic proto-roles, this implies that in frames like that in (6b) subjects tend to
be rather a realisation of the PROTO-PATIENT role than the PROTO-AGENT,
while the standard intuition claims that the first argument of a predicate, gen-
erally the subject, is more likely to be characterized by PROTO-AGENT entail-
ments. In the following sections, we will leverage this theoretical account to
test the possibility to model this phenomenon computationally, by harnessing
the semantic representations of verb embeddings.

3. METHODS

The recent literature in computational linguistics offers a series of successful
applications of the methods we adopted here, which will be described in the re-
mainder of this section. Ideed, training a linear mapping between word embed-
dings and human-generated features has been proven to be a simple, yet useful,
probing task to investigate to what extent it is possible to retrieve human-like
knowledge from complex neural network models (Vulić et al. 2020). For exam-
ple, Făgărăs, an et al. (2015) learn a linear mapping to generate representative
features for novel unseen target words. In a more cognitively oriented perspec-
tive, Utsumi (2020) and Chersoni et al. (2021) aim at decoding the content of
word embeddings by mapping them onto the set of brain-based semantics fea-
tures by Binder et al. (2016). The same approach is adopted by Lebani & Lenci
(2021) and Proietti et al. (2022) who learn a linear mapping between diverse
word embeddings and the collection of human judgements about the Proto-
Roles properties of English verbs by White et al. (2016), we have reviewed in
Section 2.1.

The present work extends Proietti et al. (2022) on both the theoretical and
the technical sides. Two main experiments have been conducted. In the first
one, we trained a machine learning model on a linear mapping between the
embedding spaces obtained from several Transformer language models and a
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target entailment semantic space made up of human ratings. We conducted this
experiment over two target spaces, corresponding respectively to the nsubj
(active subject) argument properties and the dobj (direct object) ones, for each
chosen model. For the second experiment, we trained a linear regression model
based on each embedding space using solely transitive verbs annotated with
proto-roles properties for the nsubj argument. We then used each model to
predict the properties of a set of 100 unseen sentences, containing 50 verbs
participating in the inchoative-causative alternation, examples of which are
given below in Section 4.2. Differently from Proietti et al. (2022), we compare
four language models of different sizes and architectures.

3.1 Language Models

In our experiments, we have compared language models that are representative
of two major types of transformer architectures:

• encoder-only, bidirectional models – they are trained on a masked lan-
guage modeling task inspired to the Cloze test: some tokens from the
input are randomly masked (e.g., The dog is [MASK] a red ball), and
the network training objective is to predict the original masked words
based on their context. These language models are bidirectional, because
a word is predicted by considering both the preceding and the following
items;

• decoder-only, autoregressive language models – they are unidirectional
and trained to predict the conditional probability of a target word (e.g.,
ball) given the preceding context (e.g., The dog is chasing a red . . . ).
These language models are also called generative, because they are op-
timized to generate the most likely text sequences following a certain
context.

Since the model size (i.e., the number of the network parameters) is crucial
in determining the model’s performance (Kaplan et al. 2020), for each archi-
tectural type, we selected a large model and a much smaller one, to investigate
how this factor affects their ability to encode Proto-Role information.

• BERT (Devlin et al. 2019): The large version of the BERT transformer,
a pre-trained encoder language model with an architecture made of 24
layers, a vector size of 1024 and a total of 336M parameters.4

4 https://huggingface.co/bert-large-uncased.
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• DistilBERT (Sanh et al. 2019): This is a smaller version of the original
BERT model, obtained through a process called distillation. It results
in having ∼40% less parameters than the bert-base-uncased model,
reducing the total to ∼60M parameters. The performances of this little
model are often comparable with those of the original one.5

• GPT2-XL (Radford et al. 2019): The largest version of the original
open-source GPT2 architecture by OpenAI, an autoregressive decoder-
only model with a total of 1.5b parameters and a vector size of 1600.6

• Pythia70m (Biderman et al. 2023): Pythia70m belongs to a suite of 8
models based on the GPT2 architecture and built in a scaled fashion,
ranging from 70m parameters to 12b parameters, for the purpose of do-
ing interpretability research over different model sizes. This is the small-
est of our set of selected models, with 6 layers, 8 attention heads and a
dimensionality of 512.7

3.2 Data and Rating-based semantic spaces

Starting from the dataset in White et al. (2016), built upon sentences extracted
from the EWT corpus (Silveira et al. 2014), we derived two different rating
spaces for the nsubj and for the dobj arguments, containing representations
of target verbs tokens. Similarly to Lebani & Lenci (2021) and Proietti et al.
(2022) the rating spaces have 14 dimensions, each of which corresponds to one
of the properties elicited in White et al. (2016) and shown above in Table 1.
The ratings for each token have been averaged across different annotators and
the resulting aggregated token representation received an index corresponding
to the sentence id found in the EWT corpus, to keep track of different instances
of the same verb type. In this way, we ended up in having indexes of verbs of
the form verb.id where id is the identifier of the sentence in which a given
verb has been found. The corpus of raw sentences has been reconstructed by
tracking the sentence id found in the White et al. (2016) dataset to retrieve
these target sentences directly from the English Web Treebank. Due to tok-
enization alignment problems between the models’ tokenizers and the original
split found in the EWT corpus, we filtered out a group of sentences (∼100)
obtaining spaces of slightly different sizes than those found in Proietti et al.
(2022). Our final spaces are made of respectively 1,954 verbs for nsubj and
787 verbs for dobj.

5 https://huggingface.co/distilbert-base-uncased.
6 https://huggingface.co/gpt2-xl.
7 https://huggingface.co/EleutherAI/pythia-70m.
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3.3 Learning algorithm

The experimental procedure, illustrated as follows, is repeated for each given
model. As a first experiment, we trained a machine learning model to learn a
linear mapping between the embedding space generated by our model and the
target rating-based space previously created. The learning algorithm we used
is a Partial Least Squares Regression with k = 10, in a ten-fold cross-validation
setting using the scikit-learn Python library (Pedregosa et al. 2011).

After the creation of the target semantics space and the reconstruction of
the raw sentences from the EWT, these settings have been deployed in a three-
step procedure consisting of: i) feeding the sentences to the model and extract-
ing the target verb embeddings; ii) running the linear mapping between the
yielded model’s representations and the human-ratings target space; iii) com-
paring the output yielded by this mapping with the original vectors derived
from human judgements, using the Spearman rho correlation coefficient.

To assess the non-randomness of the process and the results, we generated
random matrices shaped as the embedding spaces yielded by the model under
consideration and replicated steps ii) and iii). For example, the performance
of the embedding space generated by Pythia, having shape 1,954× 512 cor-
responding to the number of verbs by the dimensions of each embedding, is
compared with the performance of a matrix of the same shape (1,954× 512)
populated with random values sorted from the interval [0,1], which acts as
a simulation of random embeddings. The comparison through correlation is
done both at the row level pointing to verb vectors correlations, and at the col-
umn level, taking into account property vectors. Additionally, following the
insight by Proietti et al. (2022), we applied a Sparse Principal Component
Analysis (Mairal et al. 2009) reduction to the target spaces in order to reduce
some background noise.

3.4 Causative-inchoative alternation prediction

In the second experiment, we aim to test whether the embeddings of the lan-
guage models capture the causative-inchoative alternation. There is a simple
assumption underlying this experiment, namely that, in verbs participating in
the causative-inchoative alternation, the first argument will bear more Proto-
Agent properties in a transitive context, while having more Proto-Patient prop-
erties in an intransitive one. To assess this hypothesis, we selected from the
semantic spaces built for the nsubj only the transitive verbs, which are those
with the highest expected Proto-Agent properties for their first argument. The
resulting 1,854× 14 space has been used to train regression models with the
same algorithm of the previous experiment. Finally, the regressors have been
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tested to predict a set of novel unseen verbs admitting the causative-inchoative
alternation. The test set is the collection of sentences gathered by Proietti et al.
(2022) containing 50 verb types participating in the causative-inchoative alter-
nation, distributed in 100 sentences alternating between the transitive use and
the intransitive use of the same target verb. This set has been manually crafted
collecting sentences from sources such as VerbNet (Schuler 2006), FrameNet
(Baker et al. 1998) and the enTenTen corpus via SketchEngine (Kilgarriff et al.
2014), while the prior selection of target verbs follows the criteria posed in the
classification by Levin (1993). An exemplar subset of the verbs used is shown
below in Section 4.2. Like in the first experiment, the same procedure was
repeated for each model.

4. EXPERIMENTS AND RESULTS

4.1 Linear mapping and correlations

As described above, the first experiment consisted in running a linear mapping
between an embedding space yielded by the language models and its rating-
based counterpart. The Spearman correlation coefficient ρ was used to evaluate
the generated output against the original vectors derived by human judgments.
The aim is to understand to what extent the representation produced by lan-
guage models encode Proto-Roles information: The higher the correlation, the
better a certain property is represented in the model’s embeddings.

We divided the analysis of the average ρ obtained by computing correla-
tions at the verb level and the property level for both the nsubj and the dobj
argument, from an inspection of single properties average correlations, again
for both arguments.

Concerning the evaluation of average correlation values, the performance
is slightly variable across models, but we observed a general tendency to repli-
cate the results in Proietti et al. (2022) in that the average ρ is higher for the
nsubj space than for the dobj. Overall, BERT seems to stay on top as the best-
performing model in terms of average correlations. This is noticeable mostly in
the comparison along the dimensions of the nsubj argument and the average
correlations by verb level, as shown in Table 2. However, it is closely followed
by its smaller counterpart, the DistilBERT model. Indeed, not only does the
latter equal the former in the average correlation by property for the dobj but
also slightly overtakes it in a specific spot, namely the average correlation by
property for the nsubj argument, as can be seen in Table 2. Generally speak-
ing, differently from BERT, all the other models have shown a negligible gap
in the obtained average correlations verb-wise and property-wise for both the
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nsubj and the dobj arguments to the point that there is no difference at all in
the comparison between the two dimensions for DistilBERT, GPT2 and Pythia
for the dobj.

The analysis got more complex when focusing on the examination of corre-
lations by property and the evaluation of the ability of the employed methodol-
ogy to model this phenomenon at such a fine-grained level. Taking once again
the average of each model, each sub-space (nsubj/dobj) and each property,
we found that there are differences in the goodness of the modelling at this
level of analysis. That is to say that on the one hand, certain TLMs are better
than others on average, on the other hand, they show a narrower gap at the
level of single properties. For what concerns the average modelling of proper-
ties for the dobj argument, we registered a greater gap between the encoders
and the decoders, with the former being the best-performing ones. Moreover,
the two decoder models seem to exhibit a greater distance between the val-
ues obtained for the nsubj and those of the dobj arguments at both the verb
and property levels. A more in-depth analysis of such resulting data will be
provided in Section 5 where a plausible interpretation will be attempted.

The baseline for each model is recurrently equal to ρ ∼ 0 at each level of
analysis and for each sub-space, thus confirming the non-randomness of the
reported values.

nsubj dobj

by verb by property by verb by property

BERT 0.51 0.43 0.40 0.38
DistilBERT 0.46 0.44 0.38 0.38
GPT2-XL 0.42 0.41 0.26 0.26

Pythia70m 0.41 0.40 0.21 0.21

TABLE 2: COMPLETE VIEW OF THE AVERAGE SPEARMAN ρ FOR EACH MODEL ALONG

EVERY DIMENSIONS.

As we noted before, the analysis is harder to interpret at the level of single
properties correlation. Nonetheless, it is possible to make some partial gener-
alizations about the behaviour of all models regarding the ability to simulate
certain properties with our methods.
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FIGURE 1: AVERAGE VALUES OF SINGLE PROPERTIES OBTAINED BY EACH MODEL FOR

THE nsubj SORTED IN DESCENDING ORDER.
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Interestingly but strangely, these generalizations are more stringent for the
three models tested in the present paper, setting them a little aside in that re-
spect from BERT’s results. In fact, as can be seen in Figure 1 DistilBERT,
GPT2-XL and Pythia seem to follow strikingly similar patterns of correlation
quality with minor differences among the three models.

For example, regarding the nsubj argument, the change of state prop-
erty results in being the hardest one to cope with for all these three models,
scoring recurrently the lowest values. While partitive is the worst-modelled
property for BERT, it reaches some of the highest values among the other mod-
els. A property which seems to be well-modelled for all the four models in the
nsubj space is awareness along with was for benefit, in particular for
DistilBERT, GPT2 and Pythia, and sentient for BERT. The central positions
of the correlation scale for the nsubj are occupied by the “existential prop-
erties”, existed before, existed after, existed during for all models
except BERT. Another difference concerns the volition property, which is
among the highest in BERT but gave poor results for all other models. A simi-
lar behaviour is that of instigation, which has a moderately high correlation
value in BERT but seems to be difficult to model with any other model.

Observing the lower portion of Figure 1, it is possible to note that GPT2-
XL and Pythia follow an almost identical indeed, with minor differences, mostly
regarding the precise values obtained by each property. A tendency which is
likely to be related to the shared architectural features among these models,
which in fact differ significantly in size but are rooted in a common decoder
architecture. However, this similarity is not replicated between BERT and Dis-
tilBERT, which on the other side share a similar encoder architecture.

Concerning the dobj argument, we got generally lower scores, but also
even more mixed and less consistent values across all models. In fact, while
for the nsubj we observed some parallelisms among the models in the way
we were able to model single properties, as shown in Figure 2, for the direct
object argument there is much more variability. Nonetheless, we can again
individuate two consistent extremes across all models, namely the one of the
best-modelled property, that is change of possession, and the one of the
worst-modelled, which is, as it was for the nsubj, change of state.
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FIGURE 2: AVERAGE VALUES OF SINGLE PROPERTIES OBTAINED BY EACH MODEL FOR

THE dobj SORTED IN DESCENDING ORDER.
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4.2 Inchoative-causative alternation prediction

The second test was focused on modelling the causative-inchoative alternation
through a prediction experiment, following the specifications described above.
Having previously trained a regressor for each model, we tried to predict the
properties of a set of 100 novel verbs participating in the causative-inchoative
alternation. The set of verbs used comprises some of those listed by Levin
(1993: Section 1.1.2). A sample is given in Table 3 where 25 of those verbs are
shown grouped according to their corresponding VerbNet class.

Verb Class in VerbNet Examples

break-45.1
break, dissolve, shatter
split, fracture

bend-45.2
bend, flex, roll,
fold, drift

cooking-45.3
bake, dry, melt, cook,
boil

dress-41.1.1
bathe, exercise, slide
move, turn

other_cos-45.4
alter, blur, crumble
degenerate, strengthen

TABLE 3: EXAMPLES OF THE VERBS USED AND THEIR VERBNET CLASS. FIVE EXAMPLES

PER CLASS.

For such verbs, we expected to obtain higher prediction values for proper-
ties characterizing the PROTO-AGENT role in those instances which are used
in a transitive context. For example, a verb like to bake appears in two sen-
tences representing a transitive and intransitive frame. The actual sentence
corresponding to the transitive framework is Jennifer baked the potatoes, as
opposed to an intransitive one being The potatoes baked. In other words, in the
prediction phase, we expect to see higher values scored for PROTO-AGENT

properties for the transitive version of the same verb.
To assess the validity of such a hypothesis and get quantitative insights

from the exploration of the results, we pushed further our analysis, isolating
from the whole set of predictions the two sub-spaces of TRANSITIVE and IN-
TRANSITIVE use. For each of these target sub-spaces, we aggregated the pre-
dicted score for each property to confront the average values obtained between
the two different uses of the same verbs. We expected to see higher average val-
ues for properties pertaining to the PROTO-AGENT in the transitive subspace
and, vice-versa, higher values for the properties tied to the PROTO-PATIENT

thematic role in the intransitive subspace.
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FIGURE 3: AVERAGE PREDICTIONS COMPARISON BETWEEN THE TRANSITIVE AND THE

INTRANSITIVE SUB-SPACES FOR EACH MODEL.

Once again, we got mixed results, with a certain extent of variability across
models and features. However, we were able to extract some consistent pat-
terns from the analysis of single property average values in the comparison
between the two spaces. As expected, we observed that the prediction yielded
for each property has a tendency to follow our research hypothesis, assigning
higher values to PROTO-AGENT properties when predicting transitive verbs.
This can be seen in Figure 3, where properties like awareness, was for
benefit, volition, instigation and sentient constantly obtained higher
average scores for the transitive subspace across different models. On the
other side, properties pertaining to the PROTO-PATIENT are generally scored
higher in the intransitive space of each model, but this happens in a less strong
manner. That is the case of entailments like change of state, change of
state continuous, partitive. A property we failed to predict, with the
embeddings of all models, is was used, for which our models assign con-
stantly higher values to the transitive contexts, even if that one is theoretically
a PROTO-AGENT property. Moreover, while BERT got equal average values
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between transitive and intransitive, thus failing to obtain a clear-cut orienta-
tion toward one or the other subspace, the prediction obtained with the three
other models assigned higher average values to transitive frames for that prop-
erty. These findings may hide an intrinsic difficulty in modelling such property.
Contrary to BERT, for which change of location was predicted on average
with higher values for intransitive frames, thus considered a more PROTO-
PATIENT oriented entailment in spite being theoretically a PROTO-AGENT

property, all the other models treated here go in the opposite direction. In fact,
we got higher average values for the transitive over their intransitive counter-
part sub-space concerning that property both for DistilBERT and Pythia and
GPT, as can be seen in Figure 3.

5. DISCUSSION

The results obtained through the experiments gave us the opportunity to make
some interesting considerations about the ability of the tested models to encode
proto-role information in their verb representations. First of all, it has been
possible to recover this kind of information from each one of the employed
models with a certain level of variability, which is different between the two
arguments. The range of the obtained average correlation values spanned from
ρ = 0.41 to ρ = 0.51 for the nsubj argument across all models, and from ρ

= 0.21 to ρ = 0.38 for the dobj argument, taking into account the average
verb correlations. Similarly, for the property-wise analysis, we got a range of
average correlations going from ρ = 0.40 to ρ = 0.44, for the nsubj and from
ρ = 0.21 to ρ = 0.38 for the dobj.

This variability is much smaller between the two GPT-like architectures
tested, GPT2-XL and Pythia, and grows higher when we compare them with
the two encoder-only models taken into account, BERT and DistilBERT. Such
observations prompt us to make two primary considerations.

Firstly, the Pythia model, which has just 70m parameters, and the GPT2-
XL, which is much bigger reaching 1.5B parameters, do perform differently,
with a predictable advantage for the bigger model. However, such a differ-
ence in performance does not seem to mirror proportionally the great size leap
between the two models. The GPT2-XL model is ∼21,5 times bigger than
Pythia70M and the differences between the two in terms of correlations in the
first experiment are in the order of the second decimal place, in some cases
being of just a 0.01 of distance. Other than that, in the second experiment, as
described in Section 4 and showed in Figure 1, correlation results for GPT2 and
Pythia follow almost the same pattern in modelling the single properties for the
nsubj argument with punctual differences of a really negligible amount. This

20



ON THE PROTO-ROLE PROPERTIES INFERRED BY TRANSFORMER LANGUAGE MODELS

seems to suggest that size does not play a crucial role in the skill of the model
to encode proto-role information. To confirm that hypothesis, we got Distil-
BERT, another small model, as the second best-performing one with ∼ 60M
parameters. Moreover, comparing DistilBERT’s results with those obtained
with BERT we can see that the performances of the former smaller model are
directly comparable with those of the latter bigger one, which are indeed equal
or slightly better in some cases (see Table 2). In fact, while for the nsubj BERT
got a correlation value by row of ρ = 0.51 for BERT, which is higher than the
value obtained for DistilBERT (ρ = 0.46), the result at the column level of ρ =
0.43 is slightly overtaken by DistilBERT, which gave an average correlation of
ρ = 0.46. Differences between the two models are even less marked concern-
ing the dobj argument, with BERT giving values of ρ = 0.40 by row and ρ =
0.38 by column, against DistilBERT, which yield a ρ = 0.38 both by row and
by column, loosing a 0.02 in the first case and performing equally to BERT in
the second.

The second thought-provoking point regards the evaluation of two differ-
ent architectures and their relative performances. In this respect, we can con-
fidently say that, with the methods and data we used, BERT-like architectures
seem to be more capable of encoding proto-role information in verb embed-
dings and generating better representations of such semantic knowledge in
their spaces, as opposed to GPT-like models. Not only are the results of BERT
still the overall best among the tested models, across most of the considered
dimensions and levels of analysis, but DistilBERT, which follows closely its
largest cousin in performance, is the second-best performing in the present
study against the two GPT-like architectures employed, Pythia and GPT2-XL,
despite being a much smaller size than GPT2-XL.

This is likely due to the essence of the architectures themselves. Encoder-
only architectures like BERT and DistilBERT are primarily thought of as tools
to build embeddings of lexical items with bidirectional context awareness. On
the other side, GPT2-XL and Pythia are decoder-only architectures, which are
trained with the main purpose of generating text in an autoregressive fashion,
due to which they have partial knowledge of the context, focusing only on the
previous/left side of a target token in a given sentence This perspective may
make more sense if we focus our analysis on the dobj. This is the argument
for which we got the larger span of distance in correlations between the GPT-
like models (ρ = 0.21/ρ = 0.26) on one side and DistilBERT on the other side
(ρ = 0.38). If we consider that in English sentences the dobj is likely to be
on the right of the verb, we can expect that, due to their autoregressive na-
ture, the GPT-like models are less aware of the direct object when generating
the embedding of the verb, which entirely depends on the preceding elements,
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including the subject. Therefore, we can expect that Proto-Role information
about the direct object is less encoded in the verb embeddings yielded by gen-
erative models.

As described in Section 4, the second experiment was focused on the pre-
diction of single properties for verbs participating in the causative-inchoative
alternation and Figure 3 shows the results of such process. While it seems pos-
sible to predict such information with the embeddings of all four models to
a certain extent, we wanted also to get insights about the differences across
models in the quality of the prediction. Looking just at Figure 3 is possible to
notice that in absolute terms, BERT got the highest prediction scores followed
by DistilBERT, while the embeddings of the two decoder models seem to give
very similar scores. However, to get a more relative evaluation across mod-
els we computed the differences between the average predicted properties for
the transitive and the intransitive sub-spaces, thus having a sort of normaliza-
tion across models. In doing so, the assumption is that whatever the absolute
values yielded by the single model, a greater difference in the prediction of a
given property should depict a greater ability to discriminate between the two
averaged sub-spaces and eventually between the PROTO-AGENT and PROTO-
PATIENT roles. That is shown in Figure 4, where a positive number means a
prediction skewed toward the transitive subspace (i.e., transitive higher than
intransitive), while a negative one means it is skewed toward the intransitive
subspace (i.e., intransitive higher than transitive). In other words, a score, pos-
itive or negative, gave us a measure of how much a certain property has been
valued for a certain space.

FIGURE 4: RELATIVE DIFFERENCES BETWEEN THE AVERAGE TRANSITIVE AND

INTRANSITIVE PREDICTIONS FOR EACH MODEL.
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For example, considering the property awareness we can see that it has
been predicted with a higher average value of 0.24 in favor of the transi-
tive subspace with BERT embeddings, 0.21 with those of DistilBERT and
GPT2-XL and 0.16 with those of Pythia. Instead, a property like change of
possession, has negative values for all models representing how much on
average it has been predicted higher for the intransitive subspace. Looking
at these values, prediction performances may be regarded differently. First of
all, there is no notable difference among models, except for a few properties.
For example, all three existential properties are very poorly discriminated with
BERT embeddings, while they are more clearly skewed toward the transitive
sub-spaces for the other models. Two properties which seemed to do in oppo-
site directions between BERT and the other models are now more levelled with
this visualization. In fact, a property like change of location which seemed
skewed toward intransitive verbs for BERT, while toward transitive for the oth-
ers, is in reality very similarly (bad-)discriminated among all models, the dif-
ferences being in the order of the second decimal place. A similar account has
to be done for was used, for which the difference is 0 for BERT, but around 0
for every other model. Another fact that may be worth pointing out is that
change of state and change of state continuous, for which Pythia
seem to struggle more than the other models in assigning higher values to
the intransitive subspace for this entailment. Apart from the points briefly dis-
cussed above, Figure 4 shows a pretty homogeneous table of values with slight
variability across the models and, all in all, the predictions with the differ-
ent embeddings gave similar relative results. For example, while BERT is the
best in some predictions following this metric, like in awareness, sentient,
volition other models perform better in discriminating other property, like
DistilBERT for was for benefit or GPT2-XL for change of state. This
makes it difficult to individuate a clear best-performing model over the others,
because that may change depending on the property considered.

6. CONCLUSIONS

All in all the results we obtained through our experiments are on track with
those of Proietti et al. (2022) confirming that Transformer language models do
encode some information about the semantic properties of the thematic proto-
role held by the arguments of the verb, attesting this finding also for GPT-like
architectures. Through the present work, we have been able to gain insights
into the differences in performance between models built with different archi-
tectures and trained with different objective functions. In that respect, we noted
that in the comparison between encoder-only and decoder-only architectures,
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the former seem to have a better ability to represent information about proto-
role’s entailments in the verb embeddings. Additionally, confronting models
with similar architectures but significantly different sizes, we found that for the
sake of the knowledge targeted in this work, an increase in size does not mean
a proportional gain in performance. Furthermore, by analysing the average
prediction of properties of novel verbs participating in the so-called causative-
inchoative alternation, we found that all models seem to be able to discrim-
inate between PROTO-AGENT subjects, prototypical of the transitive version
of those verbs, from PROTO-PATIENT subjects, realized on the contrary as the
first argument of the intransitive framework of alternating verbs. Even though
we noted some variability across models in such predictions, with the encoders
yielding higher absolute values, we found that, by applying a sort of normal-
ization to that output, all models seem to behave really similarly in relative
terms.

Such findings notwithstanding, some limitations remain open and should
be addressed in future works. On the methodology side, more experimentation
is needed in trying to find a better learning algorithm to run the mapping, as we
tested a single linear regression algorithm to infer new vectors and elicit cor-
relation values. In that respect, other machine-learning methods or more com-
plex, non-linear deep-learning ones may be attempted to accomplish such tasks
and yield better mappings. On the model side, we did not test the newest gener-
ation of Transformer language models, the so-called Large Language Models,
like GPT3 (Brown et al. 2020), Bloom (BigScience Workshop 2023), Llama
(Touvron et al. 2023) and alike. These models are significantly larger than
the ones we used here, surpassing the latter by several orders of magnitude
and being clearly better in downstream tasks performances. The insights we
gained and exposed in the present paper about the quality of the encoding of
that proto-roles information at size scaling may change when taking into ac-
count these giant models. However, we see these limitations as more relevant
for the technical side than the theoretical one, which is the main goal of the
study. In fact, it appears that the verb embeddings yielded by language models
do encode some information regarding the proto-role underlying the verb’s ar-
guments and do so in a way which seems to be changing more depending on
the model’s architecture than its size.
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