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INVESTIGATING DOWTY’S
PROTO-ROLES WITH EMBEDDINGS

GIANLUCA E. LEBANI ALESSANDRO LENCI

ABSTRACT: Distributional semantics represents words as multidimensional
vectors recording their statistical distribution in context. Notwithstanding
the wide use of this approach in fields as distant as Natural Language Pro-
cessing, psycho-linguistic modeling and semantic analysis, relatively little
work focused on the characterization of the semantic information encoded
in these semantic vectors, especially for verbs. Here we investigate whether
and to what extent distributional vectors are able to encode the semantic
content of Dowty’s semantic proto-roles, which can be characterized as the
set of entailment relations that an argument receives by virtue of its role in
the event described by a predicate (Dowty 1989, 1991). We created several
linear mappings between various kinds of static embeddings and a semantic
space built on the basis of the proto-roles annotations collected by White
et al. (2016). Our results show that, to a certain extent, proto-roles informa-
tion is available in distributional models, and that a linear mapping can be
used to infer the semantic characteristics of the arguments of novel verbs,
thus testing the possibility of developing large-scale models able to extract
the semantic properties for a wide inventory of verbs. Finally, we report a
qualitative analysis in which we discuss which entailment relations our tech-
nique associates with a few semantic verb classes whose semantic roles are
notoriously difficult to describe.

KEYWORDS: Thematic proto-roles, semantic roles, distributional semantic
models, word embeddings.

1. INTRODUCTION!

Distributional semantics, probably the most exciting technique developed in
the last 20 years for the computational representation of word meaning, repre-
sents lexical items as multidimensional vectors (i.e. word embeddings) learned
from the analysis of the statistical distribution of words in context (Lenci 2018;
Boleda 2020). Distributional semantics is a usage-based approach based on the
so-called distributional hypothesis (Harris 1954), according to which words

!'This work is the result of a joint work by both authors. For the specific purposes of Italian
Academy, Gianluca E. Lebani is responsible for Sections 3-7, and Alessandro Lenci for Sec-
tions 1-2. The authors would like to thank Aaron Steven White and an anonymous reviewer
for commenting on an earlier version of this paper.
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occurring in similar contexts tend to share some semantic traits. Under this
view, the fact that words like dog and cat are semantically related can be in-
ferred from the fact that they appear in similar contexts like he was playing
with his _, petting a _ is relaxing and pour some water in the _’s bowl.

In the years, many different techniques have been proposed to build word
embeddings. Such techniques, often referred to as Distributional Semantic
Models (DSMs), can be characterized along many different dimensions (for an
updated overview, see Lenci 2018; Lenci et al. 2021). In this context, probably
the most important distinction is between the first-generation count models
and the younger predict models, based on neural networks. Count models are
called in this way because the vector for a given lexical element is built on
the basis of its co-occurrence frequency, that is how often it co-occurs with a
given set of contextual features. DSMs of this type include both classical works
such as Hyperspace Analogue of Language (HAL: Lund & Burgess 1996) and
Latent Semantic Analysis (LSA: Landauer & Dumais 1997), as well as more
modern takes on the matter like GloVe (Pennington et al. 2014).

Predict DSMs, on the other way around, take a radically different ap-
proach, in which word vectors are obtained by training a artificial neural net-
work to optimally predict the context of a set of target words. The most famous
DSMs of this family are those implemented in the word2vec library (Mikolov
et al. 2013a,c) and in its extension fastText (Bojanowski et al. 2017). Re-
cently, a new strain of predict models emerged, that builds different vectors
for each word token in context. The most famous architectures of this family
include BERT (Devlin et al. 2019) along with all of its offspring, and GPT
(Radford et al. 2019; Brown et al. 2020), and are often referred to as contextu-
alized DSMs, in contrast with more traditional approaches that are sometimes
labelled as static embeddings.

Word embeddings are widely used in many fields, from Text Mining to
Natural Language Processing, from psycholinguistic modeling to theoretical
linguistics and semantic analysis. In the development of NLP and Al applica-
tion, indeed, it is very common to feed word embeddings to classifiers of any
sort in order to provide semantic information that has proven to be useful for
tasks as different as sentiment analysis (e.g., Yu ef al. 2017; Kumar et al. 2021),
hate-speech detection (e.g., Jain et al. 2021), word sense disambiguation (e.g.,
Loureiro et al. 2021) and machine translation (e.g., Qi ef al. 2018). In lin-
guistics, word vectors have been used to study topics as different as semantic
change over time, polysemy, composition, morphology and various phenom-
ena at the syntax—semantics interface (for a review, see Boleda 2020). From a
cognitive point of view, DSMs have been shown to be apt to explain phenom-
ena as diverse as semantic priming (e.g., Mandera et al. 2017), the strength of
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word associations (e.g., Jones et al. 2018; Utsumi 2015), the content of featu-
ral knowledge (e.g., Chersoni ef al. 2021; Utsumi 2020; Fagirdsan et al. 2015;
Johns & Jones 2012; Riordan & Jones 2011) and the brain activity associated
with semantic processing (e.g. Anderson et al. 2017; Huth et al. 2016; Mitchell
et al. 2008).

Notwithstanding their wide use, relatively few works focused on character-
izing the kind of semantic information that word embeddings encode. Proba-
bly the most widely studied kinds of information are the emotional information
(e.g., Lenci et al. 2018; Passaro et al. 2017; Recchia & Louwerse 2015), atti-
tudes and bias (e.g., Caliskan ef al. 2017) and the taxonomic, perceptual and
commonsense knowledge that is encoded in verbal feature norms like those
collected by McRae et al. (2005a) (e.g., Rubinstein et al. 2015; Fagarasan
et al. 2015; Johns & Jones 2012; Riordan & Jones 2011), those by Vinson &
Vigliocco (2008) (e.g., Johns & Jones 2012), the CLBS norms by Devereux
et al. (2014) (Sommerauer & Fokkens 2018), or by conducting an ad-hoc elic-
itation experiment (e.g., Grand et al. 2018). A wider spectrum of semantic
information is taken into consideration by Chersoni et al. (2021) and Utsumi
(2020), who focused on the sensory, motor, spatial, temporal, affective, social,
and cognitive features rated in the Binder et al. (2016) norms.

The present work inscribes itself in this line of research, by investigating
whether and to what extent static embeddings of English verbs built by differ-
ent DSMs are able to encode the entailment relations that, according to Dowty
(1989, 1991)’s approach, form the semantic content of a proto-role, defined
as a cluster of properties that an argument possesses by virtue of its role in
the event described by a predicate. To the best of our knowledge, there are
only a handful of works that addresses the feasibility of a distributional ap-
proach to model this semantic information. One of this works is Lebani &
Lenci (2018), in which the authors developed a DSM able to represent the the-
matic role properties activated by a subset of English verbs and tested their
approach against elicited norming data collected by using the paradigm pro-
posed by Lebani et al. (2015). Other relevant studies are Rudinger et al. (2018)
and Stengel-Eskin et al. (2020, 2021), in which contextual information is used
to parse text into a semantic representation implementing Dowty’s theory of
thematic proto-roles, the Universal Decompositional Semantics (White et al.
2016).

To test our reference DSMs, we use a linear mapping strategy akin to
those employed by Chersoni et al. (2021), Utsumi (2020),> and Figirisan

2 For the sake of completeness, it should be reported that Utsumi (2020) employed two different
mapping strategies: a linear mapping and a multi-layer perceptron. Given the exploratory
nature of this paper, we chose to adopt the strategy that needed the least number of hyper-
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et al. (2015), that were in turn inspired by the linear mapping strategy used
by Mikolov et al. (2013b) for completely different purposes. Mikolov et al.
(2013b), indeed, noticed that similar cluster of words from different languages
tend to arrange in a geometrically similar ways. For instance, the relative po-
sition of English numerals (one to five) were similar to those of their Spanish
counterparts (uno to cinco), and the same appear to be true for animal names
like cat, horse, cow, pig and dog. Moving from this observation, these scholars
tested whether a simple linear transformation were able to capture the relation-
ship between vectors.

Chersoni et al. (2021), Utsumi (2020), and Fagarasan et al. (2015), on
the other hand, focused on the feasibility of creating a linear mapping be-
tween different distributional spaces and a semantic space built from an al-
ready available dataset of speaker-elicited ratings or descriptions. Fagirdsan
et al. (2015)’s goal was to test whether such a strategy could be used to gener-
ate, for novel unseen words, feature-based representations. These authors cre-
ated several mappings from either the context-predicting word2vec pre-trained
embeddings Mikolov et al. (2013a,c) or the embeddings created by several
versions of the same count-based space, to a semantic space created from the
McRae et al. (2005b) norms and tested, for each vector mapped in the seman-
tic space, whether its neighbors corresponded to the neighbors of the featural
vector. Utsumi (2020), on the other way around, was more interested in iden-
tifying the knowledge encoded in word vectors. To this purpose, he created
several mappings between several static DSMs and a semantic space created
from Binder et al. (2016)’s conceptual representations and analyzed the per-
formance of the inferred space among various types of information. Chersoni
et al. (2021) applied a similar method to a larger array of DSMs, including
contextualized ones, and used the featural space mapped from embeddings to
explain the performance of DSMs in classification tasks targeting several se-
mantic dimensions of nouns and verbs. In his spirit, our work is inspired by
Chersoni et al. (2021) and Utsumi (2020). In a similar fashion, indeed, we
built several mappings between several static DSMs to a reference semantic
space, in our case the proto-roles annotations collected by White et al. (2016),
and estimated the similarity between the dimensions of the inferred space and
those of the reference semantic space in order to understand if and to what
extent proto-roles information is available in these models.

This paper is organized as follows. In Section 2, we review the notion of
semantic proto-role, with a particular focus on how it has been received in the
NLP literature. In sections 3 and 4, we describe our method and test it against

parameters to set, that is the linear one, leaving for future research the comparison between
different mapping strategies.
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the gold ratings by White ef al. (2016). The remainder of the paper is devoted
to a qualitative analysis of how our technique deals with two oppositions that
are often accounted for in terms of semantic roles: that between unergative and
unaccusative verbs and that between admire and amuse verbs.

2. SEMANTIC PROTO-ROLES

Both in the theoretical and in the applied linguistic tradition, the role played
by an argument in the event or situation described by a predicate is tradition-
ally described by resorting to the notion of semantic role (a.k.a. case relation,
thematic roles/relations, theta role or semantic relation). In other words, a se-
mantic role is a label associated to an argument by virtue of its role in the event
or situation described by a predicate (Levin & Rappaport Hovav 2005: ch. 2).
Canonical examples of semantic roles are AGENT, that can be defined as the
“animate and volitional initiator or doer of an action”, and PATIENT/THEME,
that can be defined as the “entity undergoing the action and somehow affected
by it” (Pustejovsky & Batiukova 2019: 29).

This approach, which can be traced back to Panini’s karakas, treats se-
mantic roles as linguistic primitives describing a natural class of arguments
and is problematic in many ways, as reviewed by Dowty (1991: 553-559). The
biggest issues are probably the lack of consensus on how semantic roles should
be defined, how fine-grained they should be and, how they should be identified
(Levin & Rappaport Hovav 2005). For instance, in many situations or events
it is difficult to decide which role is assigned to a given argument, as it is the
case for John in the following sentence:

(1) John ran into the house

Is John a PATIENT, because he initiates the movement, a THEME, because he
moves, or, as suggested by Jackendoff (1972), both? The latter solution, in
turn, would violate the uniqueness assumption underlying most theories of
thematic roles and would require a re-thinking of how semantic roles should
be identified and described in these approaches.

In recent years, following the seminal work of Dowty (1989, 1991), a novel
approach emerged, according to which thematic roles can be seen as a bundle
of more primitive entities, thus mirroring the prototype structure of other types
of concepts. In this view, a role is a set of properties or entailments imposed by
the predicate over its arguments. Some of these entailments are verb-specific,
in that they follow from the meaning of the verb, while others are said to be
linguistic in that they more abstract properties that are licensed by many verbs.
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Being interested in these shared entailments, Dowty (1991) identified the two
clusters of linguistic properties in (2) and (3) that he labelled as the PROTO-
AGENT and the PROTO-PATIENT:

(2) Contributing properties for the Agent Proto-Role (Dowty 1991: 572)
a.  volitional involvement in the event or state
b.  sentience (and/or perception)
c.  causing an event or change of state in another participant
d. movement (relative to the position of another participant)
(e. exists independently of the event named by the verb)

(3) Contributing properties for the Patient Proto-Role (Dowty 1991: 572)
a. undergoes change of state
b.  incremental theme
c.  causally affected by another participant
d. stationary relative to movement of another participant
(e. does not exist independently of the event, or not at all)

In Dowty’s view, PROTO-AGENTS and PROTO-PATIENTS tend to be real-
ized in active sentences as subjects and objects, respectively, and are organized
like the prototypes described by Rosch & Mervis (1975). Such a prototype
structure accounts for the fact that an argument is not bound to receive all
the entailments of a given proto-role, and that the agent-hood or patient-hood
of an argument is a function of the number of PROTO-AGENT and PROTO-
PATIENT entailments received from the predicate. For instance, the subject and
object of the verb to build possess all the properties from (2) and (3), making
them “good” examples of an AGENT and of a PATIENT, respectively (Dowty
1991: 572). Conversely, subjects of psych predicates like to fear appear to be
less “agentive” in that they lack the PROTO-AGENT volitionality and causer
entailments (Dowty 1991: 573). This is consistent with the observation that
in a traditional approach this argument usually receives a different semantic
role labelled EXPERIENCER, that can be defined as the entity psychologically
or emotionally affected by the event (Pustejovsky & Batiukova 2019: 29).

2.1 Collections of proto-role entailments

Dowty (1991)’s view received empirical support from psycho-linguistic ev-
idence (McRae et al. 1997; Ferretti et al. 2001; McRae et al. 2005b; Kako
2006a,b; Hare et al. 2009) as well as from works belonging to the Computa-
tional Linguistics field (Reisinger et al. 2015; Lebani & Lenci 2018). In the
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NLP community, Van Durme, Rawlins and colleagues even proposed a novel
task, Semantic Proto-Role Labelling, aimed at the annotation of a sentence
with “scalar judgments of Dowty inspired properties”, as opposed to the more
conventional Semantic Labelling task based on the more conventional thematic
roles (Reisinger et al. 2015; Teichert et al. 2017; White et al. 2017).

Relevant for our work is the corpus-based verification of Dowty’s theory
conducted by Reisinger et al. (2015) and by White ef al. (2016). These schol-
ars, indeed, not only showed that the proto-role hypothesis holds true when
tested on large scale corpus-based data, but they also collected two datasets
of proto-roles annotations that are publicly available as part of the Univer-
sal Decompositional Semantics Dataset (White ef al. 2020).> Inspired by the
work of Kako (2006b), Reisinger et al. (2015) developed a crowd sourcing
annotation task in which each annotator was presented with a sentence from
a subset of PropBank (Palmer ef al. 2005) with an highlighted argument. For
each item, the task was to judge, on a 5-points Likert scale, the plausibility
of a property of the highlighted argument by answering to a question of the
form "How likely or unlikely is it that ARG is sentient?". The questions sub-
mitted to the annotators were derived by inspecting the definition of the role
hierarchy by Bonial ef al. (2011) and selecting all the properties that were
most similar to the original questions proposed by Dowty. For each argument
token, the annotators answered to 12 different semantic questions thus describ-
ing the following role properties: instigated; volitional; awareness; sentient;
moved; physical existed; existed before; existed during; existed after; changed
possession; change of state; stationary. The authors report to have collected
judgments for over 9,000 arguments of near 5,000 verb tokens, spanning 1,610
PropBank verb sense IDs (i.e., rolesets). White et al. (2016) further revised
Reisinger et al. (2015)’s protocol in many ways. Relevant for our purposes
are the improvement of the inventory of annotated properties, here reported in
Table 1 and the use of redundant annotations. These authors used their revised
protocol to annotate the Universal Dependencies English Web Treebank (ver-
sion 1.2: Silveira et al. 2014), a corpus that covers a wider range of genres then
those covered by Propbank and whose syntactic structure is annotated accord-
ing to the Universal Dependencies (de Marneffe er al. 2021: UD) guidelines.
An inspection of the published dataset shows that this improved protocol has
been used to collected 206,018 annotations (198,002 involving a NP argument)
for 957 verbs occurring in 2,793 sentences; 4,607 verbal tokens have been an-
notated (4,600 of which had at least one NP argument), for a total of 7,144
verb-argument pairs (6,142 if we consider nominal arguments only).

3 Available online at the URL: http://decomp.net
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ROLE PROPERTY HOW LIKELY OR UNLIKELY IS IT THAT...
instigation ARG caused the PRED to happen?

volition ARG chose to be involved in the PRED?

awareness ARG was/were aware of being involved in the PRED?
sentient ARG was/were sentient?

change of location ARG changed location during the PRED?

existed before ARG existed before the PRED began?

existed during ARG existed during the PRED?

existed after ARG existed after the PRED stopped?

change of ARG changed possession during the PRED?

possession

change of state ARG was/were altered or somehow changed during or by
the end of the PRED?

was used ARG was/were used in carrying out the PRED?

was for benefit PRED happened for the benefit of ARG?

partitive Only a part or portion of ARG was involved in the PRED?

change of state The change in ARG happened throughout the PRED?

continuous

TABLE 1: ROLES OF THE REVISED STRATEGY DESCRIBED BY WHITE et al. (2016).

3. METHODS

To understand if and to what extent proto-roles are encoded in verb embed-
dings, we evaluated how accurately vector spaces built with different DSMs
can simulate (a selection of) the proto-role properties collected by White et al.
(2016). In the experiment described in this section, we built a linear mapping
between different distributional spaces and a entailment-based space. Follow-
ing Chersoni et al. (2021) and Utsumi (2020), performance will be assessed by
comparing the vectors in the entailment-based space against those predicted
from the distributional spaces.

3.1 Distributional spaces

We experimented with a restricted number of reliable static DSMs all trained
on the same corpus, a concatenation of ukWaC (Baroni ef al. 2009) with a 2018
dump of the English Wikipedia* parsed with CoreNLP Manning et al. (2014).
The corpus size of this corpus is just shy of 4B tokens, and its vocabulary size is
approximately 15.3M types. In this study, we decided to ignore contextualized

4https://dumps.wikimedia.org
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embedding for two main reasons. First of all, while all our spaces are trained
on the same corpus, models like BERT and (Devlin et al. 2019) and GPT-3
(Brown et al. 2020) are trained on corpora that include also document types
different from those that compose the corpus used for our static DMS (e.g.,
the BERT training corpus includes books). Moreover, contextualized embed-
dings produce an output that should be manipulated to make it comparable
with the representation created by static embeddings, for instance by averag-
ing contextualized embeddings as proposed by Bommasani et al. (2020). As a
consequence, we felt that adding these sources of variability could potentially
mine the generalizability of our results, so we chose to leave the analysis of
contextual models to a follow-up study.

The selection of static DSMs in our experiments, along with the setting
of the relevant hyper-parameters, was based on the results of the evaluation
by Lenci et al. (2021), from which the actual vector spaces were borrowed.
We ended up with twelve 300-dimensional vector spaces, resulting from the
application of four very popular learning methods with different context types.

* SVD.* models are built by counting the co-occurrences between the tar-
get words and the top 10,000 most frequent lexemes, weighting the raw
counts with the smoothed PPMI described by Levy et al. (2015) with
a = 0.75, and applying Singular Value Decomposition (SVD) to reduce
the dimensionality of the vectors to 300. Four different spaces were
prepared by implementing four different kinds of context:

— SVD.2w: two words in a sentence are counted as co-occurring if
their linear distance is less than or equal to 2.

— SVD.10w: two words in a sentence are counted as co-occurring if
their linear distance is less than or equal to 10.

— SVD.synf: in this syntactic-filtered space, two words in a sentence
are counted as co-occurring if there is a dependency relation hold-
ing between them, but the syntactic information is lost in the vector
space: two contextual words linked to the target word by different
relations are treated as instances of the same context (Pad6 & La-
pata 2007).

— SVD.synt: in this syntactic-typed space, two words in a sentence
are counted as co-occurring if there is a dependency relation hold-
ing between them, and such syntactic information is explicitly en-
coded in the vector space: two contextual words linked to the tar-
get word by different relations are treated as instances of different
contexts (Baroni & Lenci 2010).
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+ Global Vectors (GloVe.*) spaces are build by applying a weighted lin-
ear regression to the co-occurrence counts, with the training objective
of learning word vectors whose dot product equals the logarithm of
the words’ probability of co-occurrence (Pennington ef al. 2014). Two
spaces were created by using a symmetrical 2 words (GloVe.2w) or a
symmetrical 10 words (GloVe.10w) contextual span.

+ Skip-Gram with Negative Sampling (SGNS. *) spaces are built by using
a two-layer neural network to predict, for each word, its surrounding
context (Mikolov et al. 2013c). Four different models were created by
implementing the same kinds of contexts described for the SVD. * mod-
els above (SGNS. 2w, SGNS. 10w, SGNS.synf and SGNS.synt). All the
spaces were created by using the word2vec implementation available in
the word2vecf library by Levy & Goldberg (2014).

* fastText.* spaces are built by using the extension of SGNS described by
Bojanowski et al. (2017), in which word vectors are learned for charac-
ter n-grams rather than for entire words. Two spaces were built by us-
ing a symmetrical 2 words (fastText.2w) or a symmetrical 10 words
(fastText.10w) contextual span.

3.2 Target entailment-based space

The target vector space was derived from the properties annotated by White
et al. (2016). We preferred this dataset to that collected by Reisinger et al.
(2015) for three main reasons. Firstly, White et al. (2016) adopted an improved
classification of entailments, obtained by removing some redundant properties
and by adding three properties targeting new types of arguments. Secondly,
the texts annotated in this dataset come from a wider set of genres than those
annotated by Reisinger et al. (2015). Finally, White et al. (2016)’s dataset is
based on a UD-annotated treebank, whose inventory of core syntactic relations
is more expressive than the one adopted in the Propbank. As a consequence,
each entry in this dataset is marked with one of the following labels describing
the syntactic relation holding between the verb and the argument: nsubj, for
nominal subject, nsubjpass, for passive nominal subject, dobj, for direct
object, iobj, for indirect object, and nmod, for nominal modifier. On the other
hand, in the available grammatical functions in Reisinger et al. (2015)’s dataset
are subject, object and “other”.

In order to avoid data sparsity and categorical ambiguity issues, a series
of filters were applied to the White et al. (2016)’s ratings before encoding
them in a vector space. In a first step, we removed the few annotations col-
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lected with the Reisinger et al. (2015)’s procedure, along with the annotations
of the HITs that were marked as “not applicable” and all verb-argument to-
kens involving a PP argument. This left us with 150,010 judgments for 957
verbs. We then went on to filter out modals and auxiliaries, the verbs that
were rated by less than 100 times, and the verbs that occurred less than 1,000
times in the training corpus of our distributional spaces. Since our DSMs are
not PoS-tagged, thus conflating into a single vector the distributional informa-
tion of lemmas that belong to different grammatical classes, we filtered out all
the lemmas whose occurrences in the corpus were tagged as a verb less than
75% of the times (e.g. to address, to date, to email). This left us with
72,038 ratings for 156 verbs. Finally, we removed all the ratings referred to
a (grammatical _function, property) pair annotated less than 150 times. The
latter filter resulted in the exclusion of all the ratings for the iobj arguments,
along with the annotations of the change_of_state_continuous property
for the nsubjpass arguments. Wrapping up, the whole filtering process left
us with 70,512 annotations for the nsubj, nsubjpass and dobj arguments of
156 verbs.

We then moved to aggregate the data in order to obtain a vector space
structured as shown in Table 2: a matrix composed of 156 verb vectors whose
dimensions are the 41 (grammatical function, property) pairs that have been
annotated more than 150 times. The inventory of the matrix dimensions in-
clude all the entailments in Table 1 for the nsubj, nsubjpass and dobj ar-
guments, with the exception of the change of state continuous property
for the nsubjpass arguments. The values that populates this matrix are ob-
tained by first averaging over the redundant annotations (i.e., annotations of the
same token by different subjects), then averaging over all the annotations for
each verb in each selected (grammatical function, property) pair and finally
scaling this aggregated scores to the range [0, 1].

In intuitive terms, the scores populating our matrix measure how plausible
is for a given argument (e.g., the subject) of a given verb (e.g., to kill) to
possess a given property (e.g., awareness). For instance, the first two values
of the first vector of the space in Table 1 encode the fact that the subject of the
verb to kill is very high in awareness and volition, while the latter property
has a very low value for the direct object of the same verb.

A major criticism that can be leveled to this representation is that, by av-
eraging over all the actual contextualized human judgments, it overlooks the
fact that semantic roles are often assigned contextually. However, it should
be stressed that the vectors in our entailment-based semantic space are basi-
cally abstract representations encompassing all the semantic roles that can be
associated with all the different uses of out target verbs. In a sense, this is not

175



GIANCLUCA E. LEBANI AND ALESSANDRO LENCI
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affect 0 0.625 0 0.875 1 0.125 | 0.688 | 0.75 0.187
amaze 0.25 0.25 0.25 1 0.75 1 1 0.708 | 0.792
bring 0.922 | 0.422 | 0.828 0.5 0.187 0.5 0.562 | 0472 | 0.319
fill 0.875 | 0.25 0.875 | 0.625 | 0.687 0.5 0.5 0.875 | 0.562
give 0.899 | 0.352 | 0.887 0.5 0.125 0.5 0.062 | 0.312 | 0.081
ignore 1 0.875 1 0.583 | 0.583 | 0.083 | 0.75 0.5 0.125
include 0.458 | 0.51 0.433 | 0.25 0.25 0.25 0.451 | 0.461 | 0.446
kill 0.925 | 0.65 0.875 | 0.594 1 0 0.575 | 0.937 | 0.042
put 0.833 | 0.492 | 0.84 0.2 0.458 0 0.275 | 0.75 0.11
tell 0.99 0.357 | 0.959 | 0.949 | 0.536 | 0.574 | 0.968 | 0.561 | 0.714
warn 1 0.25 0.958 1 0.375 0.5 0.875 | 0.625 | 0.083

TABLE 2: PORTION OF THE ENTAILMENT-BASED VECTOR SPACE.

different from the standard treatment of polysemy in DSM, according to which
all the different senses of a words are represented as a single vector obtained
by abstracting over the different contexts of use of the different word senses
(Arora et al. 2018; Boleda 2020).

3.3 Linear mapping

Mappings between semantic spaces have been used in previous works for many
purposes, among which the most relevant for our study are Fagédrdsan et al.
(2015), Utsumi (2020), and Chersoni et al. (2021). Analogously to what has
been done by these scholars, we learned a linear mapping between the distribu-
tional vectors and their representations in the entailment-based space and use
these mappings to predict the vectors of a test group of untrained words. To
generate the predicted DSM-based entailment vectors to evaluate against the
target rating-based entailment vectors, we opted for a conventional ten-fold
cross-validation. We thus split our dataset in 10 folds and generate predictions
for each fold by learning a mapping from the remaining verbs. The coeffi-
cients of the mapping were estimated using the Partial Least Squared Regres-

176



INVESTIGATING DOWTY’S PROTO-ROLES WITH EMBEDDINGS

sion method implemented in the scikit-lean Python library (Pedregosa et al.
2011), with the number of components’ set to 10.

3.4 Evaluation

We follow Chersoni et al. (2021) and Utsumi (2020) in evaluating our pre-
dicted vector by calculating the row-wise and the column-wide Spearman’s
p between the rating-based entailment space and the DSM-based entailment
space. Row-wise correlation measures the similarity of shape between the
original and the inferred verb embeddings, while column-wise correlation mea-
sures the similarity of shape between the representation of the semantic proto-
roles properties in the original space against those in the inferred space.

To assess the quality of the mappings generated from the different DSMs
spaces, we repeated the procedure described in Section 3.3 on a matrix popu-
lated with values randomly sampled from a uniform distribution on the interval
[0, 1] and treated the performance of this model as the baseline score.

4. RESULTS

In Figure 1 we use two metrics to summarize the performance of our DSMs.
A first metric, the verb average correlation, is calculated by averaging over the
row-wise correlations between the predicted entailment space and the space
derived from the White ef al. (2016)’s ratings. In intuitive terms, this met-
ric tells us to what extent distributional information can be used to generate
entailment-based information for novel verbs. As suggested by the left barplot,
all models seem to perform better than the baselines model. Wilcoxon signed-
rank tests with Holm-Bonferroni correction confirm this impression, in that all
models other than SVD. 10w (W = 4309, p = .088) are significantly better than
baseline (all Wy <4172, all p; < .05).

In addition, by looking at this figure we can observe a marginal advantage
of the neural network based DSMs (SGNS, GloVe and fastText) over the tra-
ditional SVD models, and a strong advantage of the syntactically typed context
(*.synt models) over all the other types of contexts. However, the size of
the differences between the DSM models are quite small, reaching statistical
significance in a few sporadic cases. It should also be noted how the baseline
score is rather high (p = .626), a fact that we tie to one of the key elements

5 The optimal value of this hyper-parameter, defined as the number of components that maxi-
mizes the R2, thus minimizing the mean square error, was inferred by running a 10-fold nested
cross validation.
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verb average correlations semantic proto-role property average correlations
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SGNS. 10w | = 0699 SGNS.2w | - 0.269
SGNS.2w | = 0697 fastText.2w| ] 0.269
Glove.2w [ —— 0697 SGNS.synf — 0.257
Glove.10w [ - 069 Glove.2w | — 0.255
fastText.2w | 069 svD.2w | e 0.241
fastText.10w | ] 069  SGNS.10w| — 0.24
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FIGURE 1: AVERAGE VERB (LEFT) AND PROTO-ROLE PROPERTY (RIGHT) CORRELATIONS
FOR EACH TESTED DSM WITH 95% CONFIDENCE INTERVAL.

of the Dowtyan theory of semantic proto-roles: the association between gram-
matical function and semantic proto-roles. Subjects tend to have proto-agent
properties, while object tend to have proto-patient properties. From this asso-
ciation, experimentally validated by works like Kako (2006b) and Reisinger
et al. (2015), follows the fact that the vectors of our target entailment-based
space are, to a certain extent, bound to share a similar structure in which some
dimensions tend to be consistently scored higher than others. In our view, this
partially explains the difference with baseline scores like those reported by Ut-
sumi (2020) and Chersoni et al. (2021), whose target space is build from a
dataset in which the ratings are more uniformly distributed.® Notwithstanding
such a high baseline score, however, we see the significant improvement shown
by virtually all DSMs as proving that some proto-role information is encoded
by DSM models. The higher performance of the *.synt models suggests that
syntactic information positively contributes to the ability of embeddings to en-
code properties pertaining to the verb argument structure, which are instead
suboptimally captured by models based on bag-of-words co-occurrences.

The same conclusion can be reached by looking at the right plot in Figure
1, in which the correlation score of the baseline model is substantially null. The
metric used in this plot is calculated by averaging over the column-wise corre-

6 We also experimented with baselines analogue to those discussed by Utsumi (2020), recording
values ranging from 0.572 to 0.644. We don’t report these scores in details because they don’t
fit in the argumentative structure of the paper. Utsumi (2020)’s baselines, indeed, are model-
specific and are difficult to interpret as the behavior of a property-agnostic model.
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lations between the predicted entailment space and the space derived from the
White et al. (2016)’s ratings. In intuitive terms, this metric can be understood
as a measure of how our method is able to model the strength of association
between verb arguments and proto-roles entailments. The lower average cor-
relation scores suggest the higher complexity of this task. However, it should
be noted that the overall ranking of the DSMs is similar to the one obtained in
the case of the verb correlations. First, all models perform significantly better
than the baseline model (all W, < 47, all p, < .0001). Moreover, there is fur-
ther evidence of the advantage of the models relying on a syntactically typed
context over all the other models: The correlation score of SGNS. synt is sig-
nificantly higher than that of all other models (all W; < 168, all p; < .05), with
the exception of the SVD. synt model (W =291, p = 1), that in turn has a clear
advantage over SGNS.w10 and the subsequent models in the lower part of the
plot (all Wy < 171, all py < .05).

Figure 2 shows the correlation coefficients for all the 41 typed properties
we are focusing on in this study. This representation allows us to identify
which properties are harder to model, and to understand whether this pattern
is consistent across the argument positions. Overall, what immediately stands
out from this plot is the main effect of the argument type and the interac-
tion between argument type and entailment. As for the former, it is easy to
spot how the dobj arguments are the easier to model, while in the subj argu-
ments we see a clear distinction between reasonably well-modelled properties
(volition, sentient, awareness, volition, was for benefit, existed
before and, for some models, change of state) and properties that are
problematic for all DSM models. Note how this contrast is even more ac-
centuated in the top performing DSMs, i.e. SGNS. synt and SVD. synt.

A possible interpretation of this difficulty in the processing of nsubj ar-
guments may be linked to the fact that the subject syntactic positions may
realize different semantic roles across different clause structures ’. As for the
moment, we don’t have the means for measuring the impact that the presence
of syntactic alternations (and so the lacking of a one-to-one mapping between
syntax and semantics) can affect the kind of semantic representation encoded
by our static embeddings, in that this can be affected by many plausible factors
(e.g. the language variety/varieties of the corpus, the type of documents in the
corpus). This is, however, a issue that we planned to tackle in the future by
extending our work to include contextualized DSMs like BERT (Devlin et al.
2019) and GPT (Radford et al. 2019; Brown et al. 2020).

7 We’d like to thank Aaron Steven White for suggesting this possible interpretation in the review
of an earlier version of this article.
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FIGURE 2: DETAILED PROTO-ROLE ENTAILMENT SPEARMAN’S CORRELATIONS FOR EACH
TESTED DSM MODEL, ORGANIZED BY GRAMMATICAL RELATION. CELLS CONTAINING
NEGATIVE VALUES ARE MARKED BY A MINUS SIGN.
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While some properties appear to be overall genuinely difficult to model, as
it seems to be the case for the sentient and the partitive entailments, the
general trend is that the ranking of the properties by modeling difficulty is mod-
ulated by the argument type. Interestingly, this seems to be consistent with the
Dowty (1991)’s lists of proto-role properties reported in (2) and (3) above. As
for the subj arguments, the properties that are easier to model are volition,
sentient and awareness, that can be easily mapped to the Dowtyan voli-
tional involvement and sentence and/or perception proto-role properties. These
entailments are strongly related to animacy, which is typically associoated to
subjects. Another property that is easy to model for these arguments is the
change of state property. A proto-agent property on which most DSM
models seem to struggle is movement (i.e., the change of location entail-
ment). All in all, this seems to suggest that our models are quite good at dis-
criminating verbs taking strongly agentive subjects (e.g., to kill) from those
occurring with “less agentive” subjects (e.g., to affect).

The pattern for the other two argument positions is rather different, with an
advantage for those entailments that can be traced back to the Dowtyan proto-
patient properties change of state and causally affected by another participant
(e.g., change of possession, change of state, change of location
and was used). Interestingly, the DSMs based on typed syntactic context are
pretty good at modeling the volition, awareness and sentient properties
also for the dobj arguments, in contrast with the other DSM models that seem
to struggle with these relations.

5. UNACCUSATIVE VS. UNERGATIVE VERBS

To investigate the linguistic plausibility of the representation generated by the
approach described in these pages, we decided to test it on a widely docu-
mented linguistic phenomenon: unaccusativity (Perlmutter 1978; Burzio 1986;
Levin et al. 1995). According to the Unaccusative Hypothesis first introduced
by Perlmutter (1978) and elaborated by Burzio (1986), the only argument of
intransitive verbs like those in (4) is an underlying object, even if it is superfi-
cially realized as a subject.

(4)  John aged / appeared / grew / died

Due to this behaviour, it is common practice to label such verbs unac-
cusative (or ergative) verbs and to contrast them with the complementary class
of intransitive verbs: the unergatives, sometimes also labelled pure intransi-
tive.
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Unergative verbs like those in (5) are intransitive verbs whose surface sub-
ject is an actual underlying subject.

(5)  John slept / jog / worked

From a semantic perspective, the opposition between unaccusative and
unergative verbs has been tied to the different semantic roles of the subject:
AGENT in the case of the unergative verbs, THEME or PATIENT in the case of
the unaccusative verbs (e.g., Pustejovsky & Batiukova 2019: 225). Roughly
speaking, then, the key difference between the verbs in (4) and those in (5)
is that in the former John is affected by the event, while in the latter he is
the person performing the action (i.e., the “doer”). Dowty (1991: 605-613)
characterized the unaccusative/unergative dichotomy in terms of proto-roles:
Unaccusative verbs are intransitive verbs that entail PROTO-PATIENT proper-
ties on their subject, while unergative verbs entail PROTO-AGENT properties
on their subject. In the events described by the examples in (5), the subject is
performing an action depending on his own volition, thus displaying the voli-
tion involvement and causing event PROTO-AGENT properties. Conversely, in
the events described in (4), the subject undergoes a change of state that may be
caused by another participant, thus displaying two PROTO-PATIENT properties.

From this quick characterization of the unergative/unaccusative dichotomy
it is easy to see how the modelling unaccusativity could be an appealing test-
ing ground for our approach. Given that unaccusativity is a phenomenon that
lays at the syntax-semantic interface, we wonder whether a entailment space
inferred from a DSM is able to tease unaccusatives and unergatives apart, and
what kind of proto-role entailment representation it associates with these two
classes. We thus set a small experiment in which we learned a mapping from
what has been the best performing DSM in Section 4 (i.e., SGSN.synt) to
an entailment space encoding only the ratings from the White ef al. (2016)’s
dataset that describe a nsubj arguments. We decided to filter out the ratings
of the dobj and nsubjpass arguments because our goal is to derive the prop-
erty of the subject of an intransitive (unergative or unaccusative) verb. Again,
we used a Partial Least Squared Regression to learn the mapping between the
DSM and the entailment space, setting the number of components to 5 due
to the reduced dimensionality of our target representation. We trained the
mapping for all the 149 unambiguously transitive verbs used in our main ex-
periment with the exception of few of our target verbs. We then applied this
mapping to infer an entailment space for the nsubj arguments of the following
intransitive verbs®:

8 The verbs of this test set were chosen by browsing the available literature on the topic as well as
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(nsubj, change of state continuous)
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(nsubj, change of location)
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(nsubj, change of state)
{nsubj, existed after)
{nsubj, existed before)
(nsubj, existed during)
{nsubj, instigation)

(nsubj, partitive)

(nsubj, sentient)
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(nsubj, was used)
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unergative verbs

FIGURE 3: INFERRED ENTAILMENT-BASED REPRESENTATION FOR OUR TEST SET OF
INTRANSITIVE VERBS. DARKER HUES DENOTE HIGHER VALUES.

+ Unaccusative verbs: alter, appear, come, happen, improve, occur,
vary

+ Unergative verbs: eat, fly, resign, run, shout, swim, walk

The heatmaps in Figure 3 visually represent, for each unaccusative (top)
and unergative (bottom) verb, the inferred rating for each proto-role entail-
ment. Darker hues denote higher values, while white cells indicate a null rat-
ing. For instance, by looking at the first and at the third cell of the second third
row of the bottom heatmap we can conclude that the subjects of the verb to
resign is highly aware but does not undergo a change of possession.

Even a visual inspection of the two plots in Figure 3 reveals that the in-
ferred representations associated to the unergative and to the unaccusative
verbs are quite different. Moreover, this contrast partly mirrors the linguistic

a few English grammar books and by randomly sampling over the set of frequent (f < 1,000)
lemmas that whose occurrences in our corpus were tagged as a verb more than 50% of the
times.
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characterization of unaccusativity: the subject of the unergative verbs are in-
deed more strongly associated with PROTO-AGENT qualities (mainly volition,
sentient, awareness and was for benefit) than those of the unaccusative
verbs. Mann-Whitney U tests confirm that these differences are statistically
significant (U < 5, p < .01). Other qualities that are significantly more as-
sociated with the subject of unergative verbs are existed before, existed
during and existed after (U <8, p < .05), three properties that, coher-
ently with a Dowtyian perspective, were judged as agentive by the the anno-
tators from Reisinger et al. (2015). It should also be noted how the fact that
the subjects of some unaccusative verbs possess some low-to-mild agentive
quality is consistent with the fact that some of these verbs (those expressing
a change of state) can be used transitively by participating in the so-called
causative alternation (Levin et al. 1995).

(6) a. Prices altered significantly in the aftermath of the COVID crisis
b. I haven’t altered my look in the last ten years

If the agentive properties appear to be represented in a way that mirror
the unaccusative/unergative dichotomy, the same cannot be said of their pa-
tientive counterparts. The only PROTO-PATIENT quality strongly possessed
by the subjects of the unaccusative verbs is the change of possession one
(U =0, p<.01). All the other differences are not statistically significant
(U > 8, p > .05), not even the differences in that change of state property
that the linguistic literature has shown to be crucial in the determination of the
unaccusative status of a verb (see e.g. Levin et al. 1995).

Notwithstanding this limitation, it is undeniable how our strategy associ-
ated different representations to the two major types of intransitive verbs, and
and we are comfortable in concluding that it seems to be able to properly rep-
resent the non-agentive nature of the subject of the unaccusative verbs.

6. TRANSITIVE PSYCH-VERBS

Another opposition that has been characterized in terms of semantic roles is
that between the two main classes of transitive verbs expressing psychological
states (a.k.a. transitive psych-verbs), which following Levin (1993: 188-193)
we will label as amuse verbs and admire verbs. These two classes are usually
taken apart by the syntactic realization of the EXPERIENCER:’ the subject for
the admire verbs; the object for the amuse verbs.

9 The EXPERIENCER role can be defined as the entity psychologically affected by the event
described by the verb (Pustejovsky & Batiukova 2019: 29).
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Following Levin (1993: 191), we can characterize amuse verbs as the sub-
class of psych-verbs that describe a change in psychological or emotional state,
as exemplified in the following sentence:

(7)  I/My jokes amuse only her

In this example the object (i.e., her) denotes the person that is emotionally
affected by the event, while (i.e., My jokes or I) the subject denotes the entity
causing the psychological change. On the other hand, the subjects of admire
verbs are better described as EXPERIENCERS rather than AGENTS, as shown
by the example in (8). The object roles of these verbs are described as THEME
or STIMULUS:

(8) A few tourists admired the Church of San Pantalon

Analogously to what we’ve done in Chapter 5, here again we ask ourselves
whether the entailment space inferred from a DSM is able to tease admire and
amuse verbs apart, and what kind of proto-role properties it associates with
these two classes. We than performed a small experiment in which we learn
a mapping from SGNS.synt to the space build from the White et al. (2016)’s
ratings. Given that we work with transitive verbs in this case, we departed
from the unaccusative/unergative experiment by building a space encoding all
the entailment relations for all the possible grammatical relations. Again, we
chose Partial Least Squared Regression as our learning algorithm but we set
the number of components to 10. We trained the mapping for all the 152 verbs
we have used in our main experiment in Section 4 and applied this mapping
to infer an entailment space for a set of verbs of interest. Our target lemmas
were randomly selected from the verbs listed in the classes 31.1 (amuse verbs)
and 31.2 (admire verbs) of the Levin (1993)’s classification, from which we
removed all the verbs that were listed also in the marvel class (i.e., that could
be also used intransitively) and all the lemmas that were either infrequent or
grammatically ambiguous. We ended up with the following list of 28 verbs:

+ Admire verbs: aggravate, agitate, amuse, captivate, confound, confuse,
disturb, encourage, haunt, inspire, intimidate, pacify, placate, reassure

+ Amuse verbs: admire, adore, appreciate, cherish, deplore, despise, detest,
distrust, enjoy, exalt, mourn, resent, stand, tolerate

The heat-maps in Figure 4 depict, for each admire (top) and amuse (bot-
tom) verb, the inferred score for each (grammatical_function, property) pair.
Even at first sight it is evident that our mapping neatly dissociated the admire
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and the amuse verbs. Some of the differences follows from the different roles
of the arguments of these two classes of verbs, some other — we speculate —
may follow from well studied linguistic properties of these two verbal classes,
some others are instead harder to interpret.

An eye-popping contrast in these representations is the one involving the
sentience entailment of the obj arguments. The objects of the admire verbs
are significantly less sentient than their amuse counterparts, as confirmed by a
Mann-Whitney U test (U = 10, p < .0001). In a similar fashion, we can see
that the change of state and change of possession property on the obj
arguments are significantly higher in the amuse verbs (all U; < 28, all p; <
.001). Both these observations are consistent with Dowty (1991: 579-580)’s
analysis of the objects of experiencer-object verbs as bearing the PROTO-AGENT
property of sentience and the PROTO-PATIENT property of undergoing a change
of state.

Another big difference in the patterns of entailment of these two classes
concerns the agentivity of the subject. The subjects of the amuse verbs, indeed,
show significant lower scores than their admire counterparts in all the main
markers of agentivity: awareness, sentient and volition (all U; < 30,
all p; < .001). An exception to this pattern regards the instigation prop-
erty, in which the advantage of the admire verbs is not statistically significant
(U = 82, p =~ .24). In our view, this phenomenon can be traced back to the
fact, discussed by Grimshaw (1990), that the subject of some amuse verbs can
receive an agentive interpretation, as is the case for the (7) case above, while
verbs like concern do not, as shown in the following example:

(9)  Your happiness concerns me

Finally, the reader may notice an evident difference in the scores asso-
ciated with the nsubjpass arguments of these two classes. We do not feel
comfortable interpreting this difference, however, due to the data sparsity is-
sue that afflicts both the distributional space and the rating-based entailment
space. As for the former, indeed, it should be considered that the nsubjpass
ratings constitute a small minority of the overall ratings, amounting to approx-
imately 5% of the selected judgments. As for the DSM, it should be stressed
that all the models we considered are built from an unlemmatized corpus, so
that the verbal forms that are typically used in passive context typically receive
a different representation than the one we have used as the reference form in
the experiments reported in these pages.

Notwithstanding the latter limitation, we again see the reported results as
demonstrating that the proto-role entailment representation we have inferred
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from our source DSM is able to disentangle the two verb classes along some di-
mensions that are interpretable and, more importantly, linguistically plausible.
The right plot of Figure 5 represents our verbs in a bi-dimensional space built
by using the t-distributed Stochastic Neighbor Embedding (t-SNE: van der
Maaten & Hinton 2008) dimensionality reduction technique. It shows a neat
separation between the admire and the amuse verbs, as a further proof of the
fact that the representations we have inferred for these two classes are actually
different. However, it should be noted that a similar pattern can be drawn by
relying of the DSM alone, as shown by the left plot of the same figure. This il-
lustrates a crucial aspect of the method we have borrowed from Mikolov et al.
(2013b), Fagdrasan et al. (2015), Utsumi (2020), and Chersoni ef al. (2021): It
does not create new information, but it simply extracts information encoded in
the verb embeddings. The entailment-based information that we commented
in our experiments, indeed, are already in the vector spaces built simply by
looking at the way words are used, and the mapping distills it in order to make
it human-interpretable.

7. CONCLUDING REMARKS

In this paper, we reported an experiment in which we inferred the semantic
content of Dowty (1989, 1991)’s proto-roles from the distributional informa-
tion encoded in a variety of vector spaces built by using a restricted group of
static DSMs. To the best of our knowledge, this is the first time embedding-
to-feature mappings are applied to the case of verb argument structure and
semantic role entailments. We evaluated this approach by comparing the in-
ferred representation against the proto-roles rating collected by White et al.
(2016). We moreover conducted a qualitative analysis focusing on the inferred
representations associated with verb classes oppositions that are often charac-
terized in terms of thematic roles: that between unaccusative and unergative
verbs and the opposition between the two main classes of psych-verbs. All in
all, we interpret the results of our experiments as showing that our method has
potential use not only in linguistics, but even for practical applications such
as the Semantic Proto-Role Labelling task proposed by Van Durme, Rawlins
and colleagues (Reisinger ef al. 2015; Teichert et al. 2017; White et al. 2017,
Rudinger et al. 2018) and the related Universal Decompositional Semantic
Parsing task tackled by Stengel-Eskin et al. (2020, 2021).

The main contributions of our work, however, is not the technique itself,
but the demonstration that proto-roles information can be inferred from distri-
butional embeddings, to an extent that should be matter of further research. As
such, then, this work enlarges the literature trying to characterize what kind of
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semantic information in encoded in word embeddings.

Our works and our conclusions, however, have some limitations. An im-
portant limitation has to do with the variety of DSM techniques tested. All
of our spaces, indeed, are built from spaces that are not lemmatized nor PoS-
tagged. As a consequence, our spaces have different entries for different in-
flected forms of the same verb (e.g., two different vectors for play and played),
as well as a unique entry for lemmas belonging to different parts of speech
(e.g., a unique vector for the verb to mail and for the noun noun). These two
sides of the same coin affected our experiment in many ways, among which
the fact that they forced us to put in place filtering strategies that dramatically
limited the inventory of train and test lexical entries. Moreover, it is not un-
reasonable to hypothesize that the linguistic-agnosticism of our DSMs may
had an effect on our inferred entailment representations by providing scarce
and/or conflicting evidence. This is consistent with the observation that the
best performing models are the syntactic typed spaces. In order to generalize
our findings, it is vital to evaluate a much larger set of verbs and to be able to
use as much linguistic information as possible, and this will be possible only
by working with a DSM build on a pre-processed corpus.

However, DSMs are not the only source of sparsity in our experiment. In
the ratings collected by White et al. (2016), indeed, not all the verb nor all
the (grammatical function, property) pairs received the same number of judg-
ments. This contributed to the limited the inventory of train verbs in our exper-
iment and arguably even influenced part of our results. Surely, the sparsity of
the iobj arguments in the corpus did not allow us to study the semantic prop-
erties of this grammatical role, but it is not unreasonable to think that sparsity
may had an effect on the representation of the nsubjpassive properties as
well. Driven by the promising results of this study, we are planning a further
collection of proto-roles judgments built on the work by Reisinger et al. (2015)
and White et al. (2016).

Finally, in this work we did not experiment with contextualized DSMs
like BERT (Devlin et al. 2019) and GPT (Radford et al. 2019; Brown et al.
2020), and we tested only one mapping strategy, thus ignoring other machine
learning approaches like the Multi Layer Perceptron tested by Utsumi (2020).
Even if we are currently planning to pursue our research by filling this void,
we do not see these as real limitations of our work, in that we doubt that our
choice to focus only on static DSM and to use only a linear mapping may
have influence the take-home-message of this paper: somewhere in each verb
embedding there is some proto-role information learned simply by looking at
the company the verbs keep.
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